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INTELIGENCIA ARTIFICIAL EN EL SECTOR PUBLICO.
ENFOQUES TEORICOS Y PROPUESTAS PARA UNA GESTION
INNOVADORA PARA AMERICA LATINA

ARTIFICIAL INTELLIGENCE IN THE PUBLIC SECTOR: THEORETICAL APPROACHES AND
PROPOSALS FOR INNOVATIVE MANAGEMENT IN LATIN AMERICA

Resumen

La inteligencia artificial (IA) esta transformando la admi-
nistracion publica mundial al optimizar decisiones y pro-
cesos, aunque en América Latina enfrenta desafios vin-
culados a brechas digitales, dilemas éticos y debilidades
normativas. Este estudio analiza enfoques tedricos y ex-
periencias de integracion de la |A en la gestion publica de
Brasil, Colombia, México, Chile y Uruguay, y propone un
modelo de gobernanza algoritmica adaptado al contexto
regional. Se aplico un disefio multimétodo que incluyd la
revision sistematica de la literatura (2018-2024), el ana-
lisis comparativo de marcos regulatorios y de estrategias
nacionales, y un marco sociotécnico que integra capaci-
dades estatales y la economia politica de la tecnologia.
Los resultados identifican un trilema de la IA publica, ba-
sado en la tension entre eficiencia, autonomia tecnolégi-
ca y equidad, y tres configuraciones institucionales po-
sibles: centralizada, federada y en red, segun el nivel de
madurez estatal. Se concluye que los modelos mas sos-
tenibles surgen en administraciones con sélidas capaci-
dades burocraticas y una participacion ciudadana activa.
La adopcidn de la IA redefine la legitimidad publica, des-
plazando la confianza en la imparcialidad del funcionario
hacia la opacidad algoritmica, lo que puede perpetuar
desigualdades estructurales. Por ello, la implementacion
de la |A requiere mecanismos de rendicion de cuentas al-
goritmica y una gobernanza democratica capaz de equi-
librar la innovacion tecnoldgica, el control ciudadano y
la justicia social. La IA publica latinoamericana demanda
fortalecer las capacidades estatales, los marcos regula-
torios inclusivos y los procesos participativos que garan-
ticen la eficiencia con equidad y la soberania tecnoldgica.
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Publica, Innovacién Gubernamental, Gobernanza Algo-
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Abstract

Artificial Intelligence (Al) is transforming public admi-
nistration worldwide by optimizing decision-making
and management processes. However, in Latin Ame-
rica, it faces challenges related to digital divides, ethi-
cal dilemmas, and regulatory weaknesses. This study
analyzes theoretical approaches and practical expe-
riences of Al integration in the public sectors of Brazil,
Colombia, Mexico, Chile, and Uruguay, proposing a con-
text-specific model of algorithmic governance for the
region. A multimethod design was applied, including a
systematic literature review (2018-2024), a comparative
analysis of regulatory frameworks and national Al stra-
tegies, and a sociotechnical framework that integrates
state capacities and the political economy of technology.
The findings identify a “public Al trilemma” arising from
the tension among efficiency, technological autonomy,
and equity, along with three possible institutional con-
figurations—centralized, federated, and networked—
depending on each state’s level of maturity. The study
concludes that the most sustainable models emerge
in administrations with robust bureaucratic capacities
and active citizen participation. The adoption of Al re-
defines public legitimacy, shifting trust from bureau-
cratic impartiality toward algorithmic opacity, which
may reinforce structural inequalities. Therefore, Al im-
plementation requires algorithmic accountability me-
chanisms and democratic governance capable of ba-
lancing technological innovation, citizen oversight, and
social justice. Public sector Al in Latin America demands
strengthening state capacities, inclusive regulatory fra-
meworks, and participatory processes that ensure effi-
ciency alongside equity and technological sovereignty.

Keyword: artificial intelligence; public administration;
technological sovereignty; algorithmic governance.
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“Su potencial transformador (la [A) deri-

va de capacidades como el procesamiento

masivo de datos, el aprendizaje automdti-

co, la deteccion de patrones no evidentes y

la automatizacion de procesos complejos
(Desouza, 2018).”

1.- Introduccion

La irrupcion de la Inteligencia Artificial (I1A) re-
presenta una transformacién sin precedentes
para la administracién publica contempord-
nea, al establecer nuevos paradigmas en la
forma en que los gobiernos disefan, imple-
mentan y evaluan politicas publicas. Esta re-
volucién tecnoldgica se desarrolla en un con-
texto en el que los estados latinoamericanos
enfrentan simultdneamente presiones por una
mayor eficiencia, transparencia y personali-
zacién de los servicios, junto con restricciones
presupuestarias y déficits de capacidad insti-
tucional (Criado y Gil-Garcia, 2019). La regién
se encuentra en una coyuntura critica donde
la adopcidn estratégica de estas tecnologias
puede redefinir la relacion entre ciudadanos
e instituciones publicas, potenciando la crea-
cién de valor publico (Moore, 2013) o, en caso
contrario, profundizar brechas preexistentes y
generar nuevas dimensiones de desigualdad,
ya que la incorporacién de IA en lo publico,
interpela directamente las capacidades insti-
tucionales, la legitimidad de los gobiernos y la
relacién entre ciudadania y Estado.

Sobre todo, en los ultimos tres afos distintos
organismos multilaterales y gobiernos han im-
pulsado estrategias de IA que prometen una
mayor eficiencia y personalizacién en la ges-
tidn publica. Sin embargo, la evidencia regio-

nal muestra una heterogeneidad marcada:
mientras que paises como Brasil, México o
Uruguay han desarrollado politicas integrales
de IA, otros avanzan de manera fragmentada
y experimental (Banco Interamericano de De-
sarrollo [BID], 2022). En este contexto emer-
gen preguntas criticas sobre la capacidad de
la regidon para aprovechar el potencial de es-
tas tecnologias sin profundizar desigualdades
preexistentes, particularmente las asociadas a
género, territorio y condiciones socioecondmi-
cas

La IA, entendida como sistemas computa-
cionales disenados para realizar tareas que
normalmente requieren inteligencia humana,
estd reconfigurando los procesos de toma de
decisiones gubernamentales, la gestién admi-
nistrativa y la prestacién de servicios publicos.
Como senalan Wirtz et al. (2019), “la inteli-
gencia artificial ha comenzado a transformar
la forma en que las organizaciones procesan
informacidén, automatizan tareas y toman de-
cisiones” (p. 596). Su potencial transformador
deriva de capacidades como el procesamiento
masivo de datos, el aprendizaje automdtico,
la deteccidn de patrones no evidentes y la au-
tomatizacion de procesos complejos (Desou-
za, 2018). No obstante, su implementacion en
América Latina ocurre en un contexto de he-
terogeneidad de las infraestructuras digitales,
marcos regulatorios incipientes y brechas sig-
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nificativas en las habilidades técnicas del sec-
tor publico (Comision Econdmica para América
Latina y el Caribe [CEPAL], 2021).

El problema que orienta esta investigacién se
centra en la ausencia de modelos de gober-
nanza algoritmica disefiados a partir de las
particularidades institucionales y sociales de
América Latina. Entendemos la gobernanza
algoritmica como los procedimientos epistémi-
cos computacionales que estructuran lo social
de maneras particulares mediante lédgicas ma-
temdticas y prdcticas estadisticas inherentes
(Katzenbach & Ulbricht, 2019), lo que confi-
gura los procesos de toma de decisiones y de
ordenamiento institucional en el sector publi-
co. Esta conceptualizacién reconoce que los
algoritmos no son entidades técnicas neutras,
sino que moldean procedimientos con sus 16-
gicas intrinsecas, operando en la interseccidén
entre dataficacidn e inteligencia artificial para
mediar las relaciones entre Estado y ciudada-
nia. De este se desprende la pregunta central:
¢{Cdmo se estd implementando la IA en la ad-
ministracion publica latinoamericana y qué
tipo de gobernanza algoritmica puede equili-
brar la eficiencia, la autonomia tecnolégicay la
equidad? Estos tres ejes configuran tensiones
fundamentales, como la eficiencia, entendida
como la optimizacion de recursos y procesos
en la prestacion de servicios publicos (Pollitt &
Bouckaert, 2017; Wirtz et al., 2019). La auto-
nomia tecnoldgica, que implica la capacidad
soberana del Estado para disenar, implemen-
tar y auditar sus propios sistemas sin depen-
dencia de proveedores externos (Mazzucato,
2021; Milan & Treré, 2019), y la equidad, que
exige la distribucion justa de los beneficios
tecnoldgicos y previene la discriminacion algo-
ritmica contra grupos histéricamente margi-
nados (Eubanks, 2018; Veale et al., 2018). La
hipdtesis plantea que la efectividad de la 1A en
la gestidn publica no depende exclusivamen-
te de la sofisticacidn técnica, sino que también
debe considerar el grado de desarrollo de las
capacidades estatales, la existencia de mar-
cos regulatorios inclusivos y la participacién
de la ciudadania en el ciclo de vida de las tec-
nologias.

Para responder a esta interrogante, el estu-
dio se propone tres objetivos especificos: en

primer lugar, identificar y caracterizar los en-
foques tedricos que fundamentan la adopcién
de IA en el sector publico, distinguiendo entre
perspectivas tecnocrdticas y sociopoliticas. En
segundo lugar, analizar comparativamente los
modelos institucionales, los marcos regulato-
rios y las estrategias de implementacion de IA
en Brasil, Colombia, México, Chile y Uruguay,
y evaluar su nivel de madurez y su coherencia
con los principios de equidad y soberania tec-
noldgica. En tercer lugar, proponer un modelo
de gobernanza algoritmica contextualizado
que equilibre eficiencia, autonomia tecnoldgi-
ca y equidad social, y que esté adaptado a las
particularidades institucionales y sociales de
América Latina.

La pertinencia de este andlisis radica en la
acelerada adopcién de tecnologias de IA por
parte de los gobiernos de la regién, a menudo
sin marcos adecuados de gobernanza, evalua-
cién y supervision. Como sefala Cath (2018),
la ausencia de enfoques criticos y adaptados a
contextos especificos puede llevar a que estas
tecnologias reproduzcan e incluso amplifiquen
desigualdades preexistentes. En consecuencia,
este articulo combina reflexion tedrica y andli-
sis aplicado para examinar los enfoques pre-
dominantes de la IA en el sector publico, iden-
tificar buenas prdcticas y proponer un modelo
contextualizado de gobernanza algoritmica.
Se busca avanzar hacia una adopcién respon-
sable de la IA por parte de los gobiernos de
la regidn, alineada con principios de inclusion,
equidad y sostenibilidad, y en consonancia con
los debates recientes sobre la transformacion
digital y el valor publico (Mazzucato, 2021;
Ruiz & Gdmez, 2023).

2. Método

La presente investigacién adoptd un enfoque
metodoldgico mixto, combinando andlisis do-
cumental y estudios de caso comparados, con
el fin de alcanzar una comprensién integral
del fendmeno. Esta estrategia metodoldgica
permitié articular los marcos tedricos con evi-
dencia empirica sobre la implementacién de la
inteligencia artificial (IA) en contextos guber-
namentales especificos de América Latina, ga-
rantizando un abordaje equilibrado entre la di-
mension conceptual y la prdctica institucional.
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El cardcter mixto del disefio radica en la trian-
gulacion de fuentes académicas, normativas y
politicas publicas, lo que fortalece la validez de
los hallazgos y minimiza los sesgos derivados
de una unica fuente de informacién.

Para ello, se adoptd un diseio de casos multi-
ples (Yin, 2018) y se siguié el principio de va-
riacién mdxima (Flyvbjerg, 2006) para captu-
rar la diversidad de modelos institucionales en
la region. El andlisis utilizé el método de com-
paracién constante (Glaser & Strauss, 1967),
contrastando sistemdticamente los patrones
identificados en cada pais con las dimensio-
nes analiticas establecidas. Para cada caso, se
analizaron documentos oficiales de politicas
publicas, marcos normativos, estructuras insti-
tucionales responsables de IA y proyectos do-
cumentados en fuentes gubernamentales. La
triangulacion de estas fuentes permitié cons-
truir matrices comparativas que sistematiza-
ron la informacién en las cinco dimensiones
mencionadas, identificando asi tres configura-
ciones institucionales predominantes (centra-
lizada, federada y en red) y las tensiones es-
tructurales que caracterizan la adopcion de 1A
en América Latina.

Revision sistemdtica de literatura

Para empezar, se llevd a cabo una revision
sistemdtica de la literatura académica y de la
literatura gris, que incluye informes técnicos,
documentos de politica publica, estrategias
gubernamentales y publicaciones de organis-
mos internacionales no difundidos a través de
canales comerciales (Schopfel, 2010), siguien-
do los lineamientos del protocolo PRISMA
2020 (Page et al., 2021). Los términos de bus-
queda se estructuraron de manera bilingUe:
(“inteligencia artificial” OR “artificial intelligen-
ce”) AND ((“sector publico” OR “public sector”)
OR (“administracién publica” OR “public admi-
nistration”) OR (“gobierno” OR “government”))
AND ((“América Latina” OR “Latin America”)
OR nombres especificos de paises). Las bases
de datos consultadas incluyeron Scopus, Web
of Science, SciELO, Redalyc y ScienceDirect
para articulos académicos revisados por pa-
res. Adicionalmente, se consultaron reposito-
rios institucionales de organismos internacio-
nales (BID, CEPAL, OCDE) y gubernamentales

(portales de datos abiertos y estrategias na-
cionales de IA) para acceder a informes téc-
nicos, documentos de politica publica, estrate-
gias nacionales y evaluaciones de programas.
Esta combinacion permitié integrar evidencia
académica con documentacién oficial sobre la
implementacién prdctica de la IA en la regidn.

El proceso de exploracién inicial identificé 217
documentos. Tras la aplicacién de los criterios
de inclusidn (publicaciones entre 2018 y 2024
que abordan explicitamente la administracion
publica, identificadas mediante la presencia
de términos relacionados en titulo, resumen o
palabras clave: gestién publica, servicios gu-
bernamentales, politicas publicas, sector pu-
blico, instituciones estatales o gobierno digital,
en contextos latinoamericanos) y de exclusidn
(estudios centrados exclusivamente en aspec-
tos técnicos como arquitecturas de algoritmos,
modelos matemdticos o ingenieria de softwa-
re sin abordar dimensiones de gestién publica,
gobernanza, marcos regulatorios o impactos
institucionales), el trabajo final quedd confor-
mado por 83 documentos, que fueron objeto
de un andlisis detallado. La adopcién de este
enfoque sistemdtico garantizé la transparen-
cia en la seleccién de fuentes, la replicabilidad
del procedimiento y un panorama actualizado
de los avances recientes en la materia.

La Figura 1 presenta el diagrama de flujo PRIS-
MA que detalla el proceso completo de selec-
cién, incluyendo los criterios especificos de in-
clusidn y exclusion aplicados en cada fase.

Para el andlisis de los 83 documentos seleccio-
nados, se empled un andlisis temdtico inducti-
vo en tres fases (Braun & Clarke, 2006). En pri-
mer lugar, se realizd una lectura exploratoria
de todos los documentos para identificar pa-
trones emergentes. En segundo lugar, se codi-
ficaron los textos utilizando el software ATLAS.
ti 9, aplicando un sistema de cdédigos deducti-
vos basados en los enfoques tedricos identifi-
cados (gobernanza algoritmica, economia po-
litica de la tecnologia, capacidades estatales
y gobernanza responsable) e inductivos emer-
gentes del material empirico. En tercer lugar,
se agruparon los cddigos en categorias anali-
ticas superiores que permitieron identificar los
cuatro enfoques tedricos principales y sus ca-
racteristicas distintivas.
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Andlisis de marcos regulatorios y estrategias
nacionales

Se examinaron documentos oficiales, estrate-
gias nacionales de IA y marcos regulatorios,
prestando especial atencién a Brasil, Colom-
bia, México, Chile y Uruguay como casos re-
presentativos de distintos enfoques y niveles
de madurez institucional. La seleccién de estos
cinco paises se basa en criterios metodoldgi-
cos fundamentados en la literatura sobre la
adopcidn tecnoldgica en América Latina. Se-
gun el indice Latinoamericano de Inteligencia
Artificial (BID, 2023), estos paises presentan
distintos niveles de madurez en sus ecosiste-
mas de IA. Adicionalmente, investigaciones
previas sobre capacidades estatales digitales
(Oszlak, 2020; Sandoval-Almazdn & Gil-Gar-
cia, 2022) identifican a estos paises como
casos representativos de diferentes modelos
de gobernanza digital: centralizada (Brasil),

federada (Colombia), hibrida publico-privada
(México) y experimental-participativa (Chile y
Uruguay). Esta diversidad permite un andlisis
comparativo robusto que captura la heteroge-
neidad institucional latinoamericana.

Para ello, se adoptd un diseno de casos multi-
ples (Yin, 2018) y se siguid el principio de va-
riacién mdxima (Flyvbjerg, 2006) para captu-
rar la diversidad de modelos institucionales en
la regién. El andlisis utilizé el método de com-
paracion constante (Glaser & Strauss, 1967),
contrastando sistemdticamente los patrones
identificados en cada pais con las dimensio-
nes analiticas establecidas. Para cada caso,
se analizaron documentos oficiales de politi-
cas publicas, marcos normativos, estructuras
institucionales responsables de IA y proyec-
tos documentados en fuentes gubernamenta-
les. La triangulacién de estas fuentes permitio
construir matrices comparativas que sistema-
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tizaron la informacién en cinco dimensiones,
identificando asi tres configuraciones institu-
cionales predominantes y las tensiones estruc-
turales que caracterizan la adopcién de IA en
América Latina.

El andlisis comparativo se estructuré mediante
cinco dimensiones analiticas: (1) modelo insti-
tucional (centralizado, federado o en red); (2)
marcos normativos (existencia de estrategias
nacionales, regulaciones éticas y mecanis-
mos de rendiciéon de cuentas); (3) capacida-
des estatales (profesionalizacion burocrdtica,
infraestructura tecnolégica y coordinacién
interinstitucional); (4) participacién ciudada-
na (mecanismos de consulta, transparencia
algoritmica y cocreacién); y (5) resultados de
implementacion (proyectos ejecutados, eva-
luaciones de impacto y sostenibilidad). Esta
matriz comparativa permitié identificar con-
vergencias, divergencias y patrones institucio-
nales entre los cinco paises.

Marco analitico

El andlisis se fundamentd en la perspectiva
sociotécnica de transiciones multinivel (Geels,
2004), que concibe las innovaciones tecnoldgi-
cas como procesos coevolutivos entre paisajes
sociotécnicos (factores macroestructurales),
regimenes sociotécnicos (instituciones, regu-
laciones y prdcticas consolidadas) y nichos de
innovacién (espacios protegidos donde emer-
gen tecnologias radicales). Esta perspectiva
rechaza el determinismo tecnoldgico al soste-
ner que tecnologia y sociedad se coconstruyen
mutuamente: las instituciones moldean cémo
se implementan las tecnologias, mientras que
estas reconfiguran los arreglos institucionales
(Sovacool & Hess, 2017). En América Lating,
esto implica que la efectividad de la IA no de-
pende solo de su sofisticacidén técnica, sino
también de su alineacién con capacidades
organizacionales y con culturas burocrdticas
preexistentes.

A este enfoque se integrd la perspectiva de
las capacidades estatales (Cingolani, 2013;
Evans, 1995), la cual se operacionalizdé en
tres dimensiones. La autonomia burocrdti-
ca se refiere a la capacidad estatal de actuar
con criterios técnicos, independientemente de
presiones corporativas o electorales (Painter

& Pierre, 2005). La profesionalizacion implica
funcionarios capacitados, seleccionados de
manera meritocrdtica y con estabilidad labo-
ral, que cuenten con conocimientos especia-
lizados para gobernar tecnologias algoritmi-
cas (Rauch & Evans, 2000). La coordinacion
interinstitucional se refiere a la articulacién
coherente entre agencias, evitando la frag-
mentacion normativa (Peters, 2018). Estados
con alta profesionalizacién y coordinacién na-
vegan mejor las tensiones entre eficiencia, au-
tonomia tecnoldgica y equidad, mientras que
contextos fragmentados generan implemen-
taciones desarticuladas que limitan el impacto
transformador de la |A en la gestién publica.

3. Resultados

Enfoques tedricos aplicables a la IA en el sec-
tor publico

La revision sistemdtica de la literatura reveld
un conjunto diverso de marcos conceptuales
utilizados para comprender la integracion de
la 1A en el sector publico. Estos marcos refle-
jan tanto perspectivas tedricas consolidadas
en estudios previos a 2018 como aplicaciones
emergentes identificadas en publicaciones re-
cientes (2018-2024). A partir de la triangu-
lacion entre la literatura académica histérica,
los documentos de politica publica analizados
y los estudios de caso comparados, se iden-
tificaron cuatro marcos conceptuales predo-
minantes que articulan la perspectiva socio-
técnica con las realidades institucionales de
América Latina.

En primer lugar, la gobernanza algoritmica
destaca la creciente mediacién de los siste-
mas automatizados en la toma de decisiones
estatales, lo que genera tensiones entre la
busqueda de eficiencia administrativa y la ne-
cesidad de mantener mecanismos de control
democrdtico (Danaher et al., 2017; Rouvroy,
2016). Este marco conceptual, desarrollado
inicialmente en contextos europeos, ha sido
reinterpretado en América Latina para incor-
porar preocupaciones sobre la legitimidad es-
tatal y la rendicidén de cuentas en democracias
con institucionalidad débil. En segundo lugar,
la economia politica de la tecnologia subraya
las asimetrias de poder y la dependencia tec-
noldgica entre regiones, evidenciando el riesgo
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de nuevas formas de extractivismo de datos
y de colonialismo digital que afectan especial-
mente a América Latina (Zuboff, 2019; Milan &
Treré, 2019).

Los estudios de caso analizados muestran
cémo esta dependencia se manifiesta en la
adquisicién de soluciones propietarias y en la
falta de capacidad local para auditar algorit-
mos. En tercer lugar, el marco de capacidades
estatales resalta el papel de la profesionaliza-
cién burocrdtica y de la coordinacion interins-
titucional como condiciones indispensables
para implementar con éxito sistemas de IA
en el dmbito publico (Cingolani, 2013; Evans
& Rauch, 1999). La comparacidén entre paises
evidencié que la madurez institucional deter-
mina en gran medida los resultados de las
politicas de IA. Finalmente, la gobernanza res-
ponsable de la innovacidn enfatiza principios
de anticipacion, inclusién, reflexividad y ca-
pacidad de respuesta como ejes para orientar
un uso ético y socialmente beneficioso de la 1A
en contextos gubernamentales (Stilgoe et al.,
2013; Von Schomberg & Hankins, 2019). Este
marco ha sido adaptado en experiencias lati-
noamericanas de laboratorios de innovacién
publica que priorizan la cocreacién con ciuda-
danos.

Estos cuatro marcos conceptuales emergie-
ron del andlisis inductivo de los 83 documen-
tos mediante codificacion temdtica en ATLAS.
ti 9, identificando patrones recurrentes en la
manera en que la literatura aborda la |A publi-
ca. Los marcos representan sintesis analiticas
construidas a partir de multiples fuentes: por
ejemplo, el marco de gobernanza algoritmica
integra hallazgos de 24 documentos que abor-
dan automatizacién de decisiones estatales; el
de economia politica de la tecnologia sintetiza
18 estudios sobre dependencia tecnolégica; el
de capacidades estatales consolida 21 traba-
jos sobre profesionalizacién burocrdtica; y el
de gobernanza responsable agrupa 20 docu-
mentos sobre innovacidn ética.

Los autores citados (Danaher et al., 2017; Zub-
off, 2019; Cingolani, 2013; Stilgoe et al., 2013)
constituyen referencias tedricas fundacionales
previas a 2018 que proporcionan el marco con-
ceptual, mientras que los 83 documentos de la
revision sistemdtica (2018-2024) evidencian

como estos marcos se aplican, se adaptan y
se tensionan en contextos latinoamericanos
contempordneos. El andlisis reveld diferen-
cias de énfasis entre tradiciones académicas:
mientras que una proporcidn considerable de
la literatura anglosajona prioriza la eficiencia
administrativa y la optimizacion de procesos
mediante IA (Wirtz et al., 2019), estudios cri-
ticos recientes senalan la necesidad de incor-
porar dimensiones de equidad y de justicia al-
goritmica (Veale et al., 2018; Eubanks, 2018).
Los estudios latinoamericanos, por su parte,
integran explicitamente preocupaciones so-
bre la soberania tecnoldgica, la dependencia
estructural y la contextualizacién cultural (Mi-
lan & Treré, 2019; Segura & Waisbord, 2019),
configurando un marco hibrido que reconoce
las asimetrias Norte-Sur en la gobernanza de
tecnologias emergentes.

La articulaciéon entre estos marcos conceptua-
les y el enfoque sociotécnico (Geels, 2004) se
materializa en tres niveles de andlisis. Prime-
ro, la revisién sistemdtica permitié identificar
las caracteristicas distintivas de cada marco
conceptual y su aplicabilidad al contexto lati-
noamericano, evidenciando que la IA no es un
fendmeno puramente técnico, sino que estd
mediada por estructuras institucionales, rela-
ciones de poder y configuraciones culturales
especificas. Segundo, estos marcos tedricos,
originalmente desarrollados en contextos del
Norte Global, fueron reinterpretados a la luz
de los documentos de politica publica y de
las estrategias nacionales analizadas, lo que
permitié identificar adaptaciones, tensiones
y vacios en su aplicacién regional. Tercero, el
estudio de casos comparados ilustré como la
interaccion entre tecnologia, instituciones y
actores sociales produce resultados diversos
segun las capacidades estatales, los modelos
de gobernanza y los niveles de participacion
ciudadana de cada pais. De esta manera, el
enfoque sociotécnico opera como metapara-
digma integrador que permite comprender la
IA publica como un sistema complejo en el que
convergen dimensiones tecnoldgicas, politicas,
institucionales y sociales, y supera visiones de-
terministas que atribuyen los resultados exclu-
sivamente a factores técnicos.
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Tabla 1. Comparacion de modelos institucionales de IA en cinco paises latinoamericanos

Pais Modelo Institucional | Estrategia Nacio- | Marco Etico Participacion Nivel de Madu-
nal Ciudadana rez
Brasil Centralizado Estratégia Brasilei- | Lineamientos del | Limitada Alto
ra de IA (2021) MCTI (2021)
Colombia | Federado/Distribuido | Politica Nacional de | Marco ético en Media Medio (emergen-
IA (2022) desarrollo (DNP. te)
2022?)
México Hibrido (publico-pri- | Programas secto- Ausente Baja Medio
vado) riales descentrali-
zados
Chile Experimental/En red | Politica Nacional de | Lineamientos Alta (cocreacion) | Medio
A (2021) éticos del Lab.
de Gobierno
(2020)
Uruguay Experimental/En red | Estrategia de IA Marco de AGE- | Alta (enfoque Alto
(2019) SIC con énfasis | ciudadano)
en proteccién de
datos (2020)

Nota: El nivel de madurez se determina segun tres criterios: (1) la existencia de una estrategia nacional formalizada, (2) la implementacion
de proyectos documentados y (3) los marcos regulatorios operativos. “Alto” indica el cumplimiento de los tres criterios; “Medio”, el de dos;

“Emergente”, el desarrollo incipiente de capacidades institucionales.

Fuente: Elaboracion propia a partir del andlisis de estrategias nacionales y de marcos regulatorios (2018-2024).

La tabla 1 sintetiza los hallazgos del andlisis
comparativo y evidencia la heterogeneidad
institucional en la regién. Brasil y Uruguay pre-
sentan mayor madurez al contar con estrate-
gias formalizadas, marcos éticos explicitos y
experiencia acumulada en su implementacién.
Colombia muestra madurez emergente con
institucionalidad en construccién. Chile desta-
ca por su enfoque participativo, pese a su ma-
durez media. México evidencia una fragmen-
tacidn sectorial sin coordinacién nacional. Esta
diversidad confirma que las trayectorias de
adopcidén de |IA estdn condicionadas por capa-
cidades estatales preexistentes antes que por
la voluntad politica declarativa.

Por todo lo anterior, la region enfrenta el de-
safio de construir mecanismos de gobernanza
multinivel que integren la coordinacion técni-
ca, la supervision ética y la participacion ciu-
dadana. Este equilibrio se perfila como una
condicidn indispensable para avanzar hacia
una |A publica legitima, efectiva y socialmente
responsable.

El trilema latinoamericano de la inteligencia
artificial en la gestidn publica

Del andlisis comparativo de las estrategias
nacionales de Brasil, Colombia, México, Chile
y Uruguay emergid un hallazgo transversal:
un trilema latinoamericano de la inteligencia
artificial en la gestion publica, que expresa la
dificultad de equilibrar simultdneamente efi-
ciencia, autonomia tecnoldgica y equidad so-
cial.

El primer vértice, la eficiencia, se relaciona con
la promesa de optimizar recursos y reducir
tiempos administrativos mediante la automa-
tizacién. Este enfoque domina las estrategias
de Brasil (Estratégia Brasileira de IA de 2021)
y de México (programas sectoriales del SAT
y los sistemas C5), alinedndose con los para-
digmas de gobierno inteligente promovidos
por organismos multilaterales (OCDE, 2023;
BID, 2023). Los documentos analizados re-
velan que 47 de los 83 textos de la revisidn
sistemdtica abordan la eficiencia como obje-
tivo primario, mientras que solo 18 incorporan
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explicitamente criterios de equidad. Brasil im-
plementd sistemas de analitica predictiva en
el INSS para agilizar trdmites previsionales,
lo que redujo tiempos, pero generd la exclu-
sién de poblaciones rurales sin acceso digital
(MCTI, 2021). Sin embargo, cuando la eficien-
cia se convierte en el fin Ultimo, puede despla-
zar principios de justicia social que definen la
gestion publica (Mazzucato, 2021).

El segundo Vvértice, la autonomia tecnoldgica,
refleja la necesidad de garantizar la soberania
digital frente a la dependencia de proveedo-
res internacionales. Los cinco casos estudia-
dos evidencian esta tension: México adquirié
sistemas de videovigilancia de corporaciones
extranjeras sin capacidad de auditoria local
(Gobierno CDMX, 2019). Colombia subcon-
trata plataformas de nube a proveedores es-
tadounidenses para datos publicos sensibles
(DNP, 2022b), mientras que Uruguay desarro-
16 infraestructura propia mediante AGESIC,
controlando algoritmos y datos del sistema
de trdmites digitales gub.uy (AGESIC, 2021).
Esta asimetria confirma lo advertido por Milan
y Treré (2019), quienes senalan que la depen-
dencia tecnoldgica constituye una forma de
colonialismo digital que restringe el disefio de
soluciones contextualizadas.

El tercer vértice, la equidad social, busca evi-
tar que la |A profundice las desigualdades his-
toricas. Los casos de Chile y Uruguay ilustran
aproximaciones inclusivas: Chile implementé
consultas ciudadanas digitales en 156 muni-
cipios para el disefio de servicios automatiza-
dos, garantizando la representatividad de las
zonas rurales (Lab Gobierno, 2020); Uruguay
exige, por normativa de AGESIC, evaluaciones
de impacto en la equidad antes de desplegar
algoritmos en servicios publicos, identificando
sesgos de género y territorio (AGESIC, 2020).
En contraste, el sistema de reconocimiento fa-
cial del C5 mexicano presentd tasas de error
34% mayores en la poblacion indigena, re-
produciendo la discriminacién estructural (Ri-
caurte, 2019). Estos hallazgos confirman que
los paises que incorporan criterios de inclusion
desde el diseno logran mayor legitimidad y
sostenibilidad (Veale et al., 2018).

El trilema implica una tensién dindmica que
exige modelos de gobernanza algoritmica

contextualizados. Los hallazgos comparativos
demuestran que Brasil prioriza la eficiencia a
costa de la participacién ciudadana. México
prioriza la eficiencia con una dependencia tec-
noldgica critica, mientras que Chile y Uruguay
buscan un equilibrio mediante la transparen-
cia, el desarrollo local y la consulta ciudadana,
aunque con menor escala de implementacion.
La eficiencia debe articularse con mecanismos
de transparencia; la autonomia tecnoldgica
requiere el fortalecimiento de las capacidades
locales; y la equidad debe ser transversal al
ciclo de implementacion. Solo mediante esta
articulacién es posible avanzar hacia una A
publica legitima, soberana y justa.

El trilema latinoamericano se configura como
un marco interpretativo que desplaza el deba-
te desde la urgencia de la adopcién tecnold-
gica hacia la reflexién sobre el tipo de Estado
digital que se construye. Gestionar este trilema
constituye un paso esencial para orientar po-
liticas de innovacién publica mds humanas y
sostenibles.

Comparacién regional y niveles de madurez
institucional

El andlisis comparativo identificd distintos gra-
dos de madurez institucional. Brasil y Uruguay
destacan por estrategias nacionales integrales
con marcos éticos explicitos: Brasil cuenta con
directrices operativas del MCTI desde 2021
y evaluaciones de impacto en 12 ministerios
(MCTI, 2021); Uruguay exige desde 2020 audi-
torias algoritmicas obligatorias para sistemas
que afectan los derechos ciudadanos (AGESIC,
2020). Chile presenta avances intermedios,
con 34 proyectos piloto documentados, pero
sin un marco regulatorio vinculante (Lab Go-
bierno, 2020). México carece de una estrate-
gia nacional coordinada y opera mediante ini-
ciativas sectoriales desarticuladas. Colombia
muestra un proceso emergente centrado en la
experimentacion sectorial, con 8 proyectos en
educacién y justicia, pero sin mecanismos de
monitoreo transversal (DNP, 2022b).

Estos hallazgos evidencian que la madurez
institucional estd condicionada por al menos
tres variables: Profesionalizaciéon del servicio
civil (Brasil y Uruguay cuentan con sistemas
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meritocrdticos consolidados), inversion soste-
nida en infraestructura digital (Uruguay invier-
te 2.1% del PIB vs 0.4% en Colombia), y capa-
cidad de coordinacidn interinstitucional (Brasil
opera mediante comité interministerial perma-
nente mientras México presenta fragmenta-
cion entre 14 dependencias sin articulacién).
Los paises con burocracias profesionalizadas
y politicas de datos abiertos desarrollan mo-
delos de gobernanza algoritmica mds sosteni-
bles y participativos.

4. Discusion

Los resultados obtenidos evidencian que la
adopcion de la IA en la administracién publica
latinoamericana constituye un proceso socio-
técnico complejo en el que confluyen dimen-
siones institucionales, normativas, éticas y po-
liticas. Este cardcter hibrido confirma que los
marcos explicativos puramente tecnoldgicos
resultan insuficientes para comprender cémo
los Estados incorporan la IA en la gestidn pu-
blica. La efectividad de las iniciativas analiza-
das depende menos del nivel de sofisticacién
técnica y mds de la capacidad estatal para go-
bernar la innovacidn, garantizar su legitimidad
social y traducirla en un valor publico sosteni-
ble (Mazzucato, 2021; OECD, 2023).

En este sentido, el trilema latinoamericano de
la IA publica (eficiencia, autonomia tecnoldgi-
ca y equidad) se revela como un marco con-
ceptual pertinente para interpretar las tensio-
nes estructurales que atraviesan los gobiernos
de la regidn. Este trilema difiere de los debates
europeos o norteamericanos, centrados princi-
palmente en la ética algoritmica o en la protec-
cion de datos (Cath, 2018; Veale et al., 2018).
En América Latina, las discusiones se enmar-
can en realidades institucionales frdgiles y en
una marcada dependencia de infraestructuras
tecnoldgicas externas, lo que convierte la so-
berania digital en un componente esencial de
la gobernanza publica contempordnea (CE-
PAL, 2022).

La eficiencia, primer vértice del trilema, sigue
siendo el argumento predominante en las es-
trategias nacionales de IA. Los gobiernos la
asocian con la promesa de optimizar proce-
sos y reducir costos operativos mediante la
automatizaciéon y la analitica avanzada. No

obstante, este paradigma instrumental corre
el riesgo de desplazar los principios de legiti-
midad democrdtica y de participacién ciuda-
dana que histéricamente han caracterizado la
gestion publica. Las experiencias de Brasil y
México muestran que las politicas orientadas
exclusivamente al rendimiento pueden gene-
rar brechas de acceso y opacidad en la toma
de decisiones, mientras que las iniciativas que
incorporan mecanismos deliberativos tienden
a fortalecer la confianza institucional y la per-
cepcidn de justicia administrativa.

La autonomia tecnoldgica, segundo vértice,
plantea una de las principales tensiones de
la regién. Aunque la IA ofrece oportunidades
para la innovacién soberana, la infraestructura
digital latinoamericana depende en gran me-
dida de empresas transnacionales y de mar-
cos normativos importados. Esta dependencia
limita la capacidad de los Estados para au-
ditar algoritmos, proteger datos y desarrollar
software publico de cddigo abierto. Diversos
informes internacionales advierten que, sin
politicas regionales de inversién y cooperacion
coordinadas, la brecha de autonomia tecno-
|6gica podria ampliarse en la préoxima década
(OCDE, 2023); BID, 2023).

Por su parte, la equidad social constituye el
vértice mds vulnerable del trilema. La mayoria
de los paises analizados carecen de mecanis-
mos sistemdticos para evaluar los impactos
diferenciados de la IA sobre grupos histérica-
mente marginados. Como sostiene Wirtz et al.
(2019), la gobernanza algoritmica responsable
exige incorporar principios de justicia distribu-
tiva y de diversidad representativa desde el
disefno de los sistemas. Las politicas de inclu-
sidn digital deben trascender los temas de co-
nectividad para abordar dimensiones como la
alfabetizacion tecnoldgica, la participaciony la
corresponsabilidad ciudadana.

El contraste entre los distintos modelos na-
cionales muestra que los logros en materia de
eficiencia y modernizaciéon digital no garanti-
zan una gobernanza ética ni inclusiva. Paises
con estructuras institucionales consolidadas
(como Brasil o Uruguay) logran una mejor
coordinacion técnica, mientras que otros con
menor densidad burocrdtica, como México o
Colombia, evidencian avances fragmentados
y vulnerabilidad ante intereses privados. Este
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hallazgo coincide con lo senalado por Cingo-
lani (2013), quien sostiene que la autonomia
burocrdtica y la profesionalizacién del servicio
civil son condiciones necesarias para la soste-
nibilidad de las politicas tecnoldgicas.

Como hemos visto, la tensidon inherente entre la
busqueda de eficiencia administrativa, la ne-
cesidad de garantizar la autonomia tecnolégi-
ca de los estados y la imperativa de promover
la equidad social en el acceso y los beneficios
de estas tecnologias. Este trilema se manifies-
ta en la prdctica mediante dilemas constantes
que, aunque la IA promete optimizar procesos
y reducir costos (Gil-Garcia, 2012; Wirtz et al.,
2019), la dependencia de soluciones propieta-
rias o desarrolladas en el Norte Global puede
socavar la soberania tecnoldgica y perpetuar
nuevas formas de colonialismo digital (Zuboff,
2019; Milan & Treré, 2019). Asimismo, la prio-
rizacion de la eficiencia, sin consideracién ex-
plicita de la equidad, puede exacerbar brechas
preexistentes, afectando desproporcionada-
mente a poblaciones vulnerables y reprodu-
ciendo sesgos algoritmicos (Magalhdes, 2018;
Rouvroy, 2016). Por lo cual, la resolucién de
este trilema no reside en la eleccion de un Unico
vértice, sino en la capacidad de los gobiernos
para diseflar marcos de gobernanza algoritmi-
ca que equilibren estas fuerzas, fomentando la
innovacidén responsable y la participacion ciu-
dadana como pilares fundamentales para una
adopcidn ética y sostenible de la IA.

La expansidn de la inteligencia artificial en la
gestién publica redefine la legitimidad demo-
crdatica en lo que algunos autores denominan
la era postdigital, como un contexto en el que
las fronteras entre lo humano y lo técnico se
difuminan y la autoridad se distribuye entre
funcionarios, sistemas automatizados y plata-
formas privadas. En este nuevo ecosistema, la
confianza ciudadana ya no se deposita Unica-
mente en las instituciones; estd estrechamente
ligada a la transparencia de los algoritmos y
a la capacidad de los gobiernos para explicar
cémo y por qué toman las decisiones asistidas
por |A. La legitimidad, por tanto, se convierte
en un proceso hibrido que combina la rendi-
cién de cuentas humana y la trazabilidad digi-
tal. En América Latina, donde las instituciones
aun enfrentan déficits de confianza, la adop-
cién de IA sin mecanismos de supervisién par-

ticipativa puede amplificar las percepciones
de desigualdad y exclusion. De ahi la urgen-
cia de avanzar hacia modelos de gobernanza
algoritmica que integren deliberacién publica,
pedagogia digital y participacion ciudadana
informada como condiciones bdsicas para una
democracia tecnoldgica inclusiva.

Hasta aqui podemos comprender que mu-
chos de los esfuerzos de digitalizacién estatal
en América Latina reproducen una tendencia
que, en investigaciones previas, se ha deno-
minado TIC washing (Ruiz, 2025), en la que la
adopcion simbdlica de tecnologias digitales se
utiliza para proyectar una imagen de moderni-
zacidn institucional sin abordar ni transformar
las condiciones estructurales de desigualdad
subyacentes. Este fendmeno, caracterizado
por una retdrica de la innovacién que prioriza
la implementacion tecnoldgica per se por enci-
ma de sus impactos sociales y éticos, se mani-
fiesta en la ausencia de cambios sustantivos
en la cultura organizacional y en la persisten-
cia de prdcticas burocrdticas arraigadas. El
TIC washing, al desvincular la tecnologia de un
propdsito transformador genuino, convierte la
digitalizacion en un fin en si misma y desaten-
de su potencial como medio para el bienestar
colectivo y la mejora de los servicios publicos.
Esta aproximacién superficial, ademds de ge-
nerar una falsa sensacion de progreso, puede
desviar recursos y atencion de problemas es-
tructurales mds profundos que requieren solu-
ciones integrales que trascienden la mera in-
corporacion de tecnologia.

En la actualidad, esta ldgica de legitimacion
discursiva se observa replicada y amplificada
en lo que podria denominarse «Al washing». Al
igual que con las TIC, existe el riesgo de que
la adopcién de la inteligencia artificial en el
sector publico se convierta en una estrategia
para simular modernidad y eficiencia, sin una
verdadera integracidn ética y socialmente res-
ponsable. Este Al washing comparte con su
predecesor la misma légica de instrumentali-
zacion tecnoldgica, en la que las capacidades
avanzadas de la |A se presentan como pana-
ceas para problemas complejos, eludiendo la
necesidad de reformas institucionales, de la
participacion ciudadana y de la consideracion
de los sesgos inherentes a los algoritmos.

129


https://doi.org/10.29393/GP10-9SPLA20009

GOBIERNO Y ADMINISTRACION PUBLICA, N° 10
(JULIO- DICIEMBRE) (119 - 134) - 2025

ISSN 2735-7074 ON-LINE

DOl HTTPS://DOI.ORG/10.29393/GP10-9SPLA20009

En consecuencia, la gobernanza algoritmica
en la regién debe incorporar mecanismos cri-
ticos y robustos que eviten que la inteligencia
artificial repita los errores de la digitalizacién
previa. Esto implica promover activamente
modelos de innovacidn publica éticos desde
su concepcion, situados en las realidades y
necesidades especificas de las comunidades
y orientados explicitamente hacia la justicia
social y la reduccién de las desigualdades, en
lugar de perpetuarlas o amplificarlas.

Finalmente, los resultados invitan a repensar el
papel del Estado en Latinoamérica como dise-
Aador de ecosistemas de innovacion publica.
Ello implica avanzar hacia marcos regulatorios
adaptativos, promover la cooperacién regional
en ética algoritmica y fomentar programas de
formacién que desarrollen competencias digi-
tales criticas en los funcionarios publicos (BID,
2023; OECD, 2024). Solo de esta manera la
inteligencia artificial podrd consolidarse como
un instrumento al servicio de la equidad y la
soberania tecnoldgica, y no como un factor
adicional de exclusién o dependencia.

5. Conclusion

La inteligencia artificial representa una fronte-
ra estratégica para la administracidon publica
latinoamericana, pero su adopcién no garan-
tiza, por si sola, la modernizacién ni la legiti-
midad institucional. Este estudio demuestra
que el impacto de la IA en el sector publico
dependerd de la capacidad de los Estados
para traducir la innovacidén tecnoldgica en una
transformacion estructural, ética y social. En
otras palabras, el desafio de la regién radica
en construir condiciones politicas, normativas
y culturales que permitan gobernarla de ma-
nera democrdtica.

Los hallazgos confirman que la efectividad de
la IA publica estd determinada por tres ten-
siones interdependientes (eficiencia, autono-
mia tecnoldgica y equidad), que configuran un
trilema latinoamericano de gobernanza algo-
ritmica. Resolverlo exige abandonar la ilusion
de la neutralidad tecnoldgica y reconocer que
cada decisidon algoritmica encierra juicios poli-
ticos y valores publicos. Los gobiernos que lo-
gren equilibrar estos vértices serdn capaces de

consolidar una legitimidad digital basada en la
transparencia, la soberania y la justicia social.

Asimismo, este estudio evidencia la necesidad
de consolidar un modelo de gobernanza algo-
ritmica contextualizada, basado en al menos
cuatro pilares: el fortalecimiento de las capaci-
dades estatales, la generacién de conocimien-
to local, la introduccién de mecanismos insti-
tucionales éticos y la participacion ciudadana
informada. Este modelo ofrece una ruta prdc-
tica para que los paises de la regién avancen
hacia una inteligencia artificial publica respon-
sable y sostenible, alineada con los principios
de inclusidn, equidad y soberania tecnoldgica.

No obstante, es necesario advertir sobre un fe-
némeno emergente: el Al washing, expresion
contempordnea del TIC washing identificado
en investigaciones previas. Este consiste en la
adopcidén simbdlica de tecnologias inteligentes
para proyectar una imagen de innovacion sin
que se produzcan transformaciones reales en
las prdcticas de gestion, de transparencia o de
participacion. Superar este riesgo implica pa-
sar de la retérica de la modernizacion digital a
la construccién de ecosistemas institucionales
capaces de aprender, rendir cuentas y garan-
tizar un uso ético de la tecnologia.

En dltima instancia, la transformacién digital
del Estado serd tanto tecnoldgica como cultu-
ral. La IA solo cumplird su promesa publica si
contribuye a ampliar derechos, a reducir des-
igualdades y a fortalecer la confianza ciuda-
dana. América Latina posee un capital inva-
luable: su diversidad, su pensamiento critico y
su capacidad para reinterpretar la tecnologia
desde claves propias. Convertir estas fortale-
zas en una politica publica de inteligencia ar-
tificial con identidad latinoamericana es una
necesidad urgente y una oportunidad histérica
para redefinir el sentido mismo de lo publico en
el siglo XXI.

De cara al futuro, la investigacién sobre inte-
ligencia artificial en el sector publico latinoa-
mericano deberd orientarse a la construccion
de indicadores comparables de madurez insti-
tucional, a la evaluacién del impacto social de
los algoritmos y al estudio de las condiciones
que favorecen la confianza ciudadana en los
sistemas automatizados. Asimismo, resulta

130


https://doi.org/10.29393/GP10-9SPLA20009

GOBIERNO Y ADMINISTRACION PUBLICA, N° 10
(JULIO- DICIEMBRE) (119 - 134) - 2025

ISSN 2735-7074 ON-LINE

DOl HTTPS://DOI.ORG/10.29393/GP10-9SPLA20009

prioritario consolidar redes académicas y gu-
bernamentales que promuevan la coopera-
cién regional en ética, regulacién y formacién
de talento digital. Estas iniciativas permitirian
reducir la dependencia tecnoldgica y avanzar
hacia una soberania digital compartida, basa-
da en el intercambio de buenas prdcticas y en
la creacién de una infraestructura publica co-
mun. Finalmente, el debate sobre la |A publica
en América Latina debe ampliarse hacia una
reflexién interdisciplinaria que articule cien-
cias sociales, humanidades y tecnologia, rea-
firmando que la innovacién mds urgente es la
que reconstruye la confianza entre la ciudada-
nia, el conocimiento y el Estado.

Esta investigacién presenta limitaciones meto-
doldgicas que deben considerarse al interpre-
tar sus hallazgos. En primer lugar, el andlisis se
basa principalmente en documentos oficiales,
estrategias nacionales y marcos regulatorios,
lo que puede generar una brecha entre las po-
liticas declaradas y las prdcticas efectivas de
implementacion. En segundo lugar, la seleccién
de cinco paises, aunque representativa de di-
versos enfoques institucionales, no permite ge-
neralizar los resultados al conjunto de América
Latina, en particular a paises con menor de-
sarrollo institucional o sin estrategias formales
de IA. En tercer lugar, el acceso limitado a da-
tos sobre la implementacién real de proyectos
de IA, sus impactos sociales y los mecanismos
de evaluacion dificulta un andlisis exhaustivo
de los resultados. Finalmente, el cardcter di-
ndmico y emergente de las politicas de IA im-
plica que los hallazgos reflejan un momento
especifico en la evolucién de estos marcos, lo
que exige una actualizacién continua. Investi-
gaciones futuras deberian complementar este
andlisis documental con estudios de caso en
profundidad, entrevistas con implementadores
y evaluaciones cuantitativas de impacto.
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